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1. Summary

Cloud-Aerosol Lidar Infrared Pathfinder Satellite Observations (CALIPSO) is a joint satellite mission

between NASA and tile French space agency (CNES). The investigation will gather long-term, global

cloud and aerosol optical and physical properties to improve climate models. The CALIPSO spacecraft is

scheduled to launch in 2004 into a 98.2 ° inclination, 705 km circtflar orbit approximately 3 minutes be-

hind the Aqua spacecraft. The payload consists of a two-wavelength polarization-sensitive lidar, and two

passive imagers: the Wide Field Camera (WFC) operating in the visible (0.645 gm) and the Imaging

Infrared Radiometer operating in the 8.7 - 12.0 bun spectral region. The imagers are nadir viewing and

co-aligned with the lidar. Earth viewing measurements are geolocated to the Earth fixed coordinate sys-

tem using satellite ephemeris, Earth rotation and geoid, and instrmnent pointing data. The coastline

detection algorithm will assess the accuracy of the CALIPSO geolocation process by analyzing visible

ocean land boundaries. Space-time coincident Moderate Resolution Imaging Spectrometer (MODIS) and

WFC data will be processed with the coastline algorithm to verify co-registration. This paper quantifies

the accuracy of the coastline geolocation assessment algorithm.

2. Introduction and Background

The coastline algorithm was first used for the Earth Radiation Budget Experiment (ERBE) scanner on

the Earth Radiation Budget Satellite (ERBS) and the NOAA-9 spacecraft (Hoffman et al. 1987). The

algorithm was :refined for the Clouds and the Earth's Radiant Energy System (CERES) scanner and the

Visible and Infrared Scanner (VIRS) on the Tropical Rainfall Measuring Mission (TRMM) (Currey et al.,

1998). Implementation has been automated to collect and process clear scenes tbr the CERES instruments

on the Ten'a and Aqua missions. The coastline algorithm is being used to verily boresight accuracy of the

Atmospheric Infrared Sounder (AIRS) on Aqua (Gregorich and A:umann, 2002). Table I contains a listing

of instruments and their respective field of view (FOV) sizes being analyzed with the coastline algorithm.

A better understanding of the coastline algorithm uncertainties are required to detemfine suitability fbr

assessing geolocation accm'acy of higher resolution instrmnent data.

The CALIPSO geolocation process uses spacecraft ephemeris and attitude, Eacth rotation and geoid,

and instrument pointing vectors to calculate the latitude and longitude of each measurement location. The

procedures used for geolocation are provided by the Earth Observing System (EOS) Science Data Pro-

duction Toolkit. Estimated geolocation errors for CALIPSO measurements are approximately 1 km (3(y)

at nadir. The coastline validation technique will detect biases post launch and veri[5, these geolocation

uncertainty estimat:es by analyzing visible coastal scenes from the Wide Field Camera. Processing

space-time coincident MODIS and WFC scenes with the coastline algorithm will help verify CALIPSO

and MODIS data co-registration for joint CALIPSO/Aqua retrievals.

The WFC imager is a pushbroom scanner with a single channel covering the 620 nm to 670 nm spec-

tral range. The swath is 61 km wide centered on the lidar groundtrack. The central 5 km strip contains

pixels at 125 m resolution; pixels outside the central strip are averaged onboard to produce 1 km pixels.

The resultant image :frame in Figure I consists of two low resolution swaths 28 km wide on each side of

the central high resolution 5 km swath.

3. Algorithm Description

Clear coastal scenes with high surface reflectivity or emissivity gradients, i.e. deserts adjacent to

ocean, make good targets for geolocation accm'acy assessment. The dim'nal reversal of the desert coastline

signature allows processing of both day and night longwave scenes. For each coastal scene, an ensemble



of detectedcrossingsiscomparedto amapdatabasebyminimizingtile rmsdistancebetweenthecross-
ingsandthemap.A monthof datais typicallyrequiredtoidentit)locationsystematicbiasesin theEarth
fixedor instrumentcoordinatesystems.ERBEcoastlinesceneswerelimitedto four desert/ocean
geographicsites:Baja,NorthernAustralia,Libya,andOman.ForTRMMadditionaltargetsalongthe
southerncoastsof Africa,Australia,andMexicowereprocessedusingbothshortwaveandhmgwave
data.

AsadetectorscansacrossahighcontrastcoastalsceneastepresponsesimilartoFigure2isproduced.
Thecoastlinesignatureismodeledusingacubicfit of fourcontiguousmeasurementsamples

3 2
y_=ax_ +bx_ +cx_+d (1)

where y_ is the measured radiance and x_ is pixel position (latitude or longitude). The coefficients are

determined by solving the system of equations

x2
x3

LX4 N4 2 x 4 lJ Ly4J

(2)

The inflection point, -bA?a, is considered to be the location of the coastline if it falls between x2 and x3

and the change in radiance exceeds a predefined threshold.

The geolocafion error for an individual scene is determined by fitting the ensemble of detected cross-

ings to an accurate digitized map considered truth. The shift in geographical coordinates required to

minimize the distance between the ensemble of coastline crossings and the map is defined as the geoloca-

lion error for an individual scene. Figure 3 depicts an ensemble of crossings simulated from a digitized

map of Baja California with an error of 1.2 ° longitude and 0.2 ° latitude. The downhill simplex minimi-

zation algorithm (Press et al., 1988) iteral:ively shifts the ensemble of crossings tmtil the rms crossing

distance to the map is minimized. Scene geographic errors are transtbmled into spacecraft cross-track and

along-track coordinates for correlation with possible error sources. Additional scenes are processed to

identify systematic biases and trend performance of the insm_ment/satellil:e system.

CERES lbotprint locations were compared to the public domain CIA World Data Bank II map.

Although no map accuracy numbers were available, a map error of less than 10% of the CERES FOV was

assumed based on the coastline detection results of various TRMM VIRS scenes (Currey el: al., 1998).

Gregorich and Aumann (2002) detected significant biases between the World Data Bank II map and high

accuracy USGS maps. Map accuracy determines how well the coastline algorithm can detect geolocation

errors. More accurate and higher resolution maps are required for CALIPSO data analysis. The remainder

of this paper presents results using two NO_ maps: the World Vector Shoreline (WVS) map and the

Medium Resolution Digital Shoreline map.

The WVS map provides global coverage with a nominal scale of 1:250,000. The National Imagery and

Mapping Agency (NIMA) requires that 90% of all identifiable WVS shoreline features be located within

500 meters circular error of their true geographic positions referenced l:o the World Geodetic System

(WGS) 84 Earth model. The shoreline vertical datum is based on mean high water°



TheMediumResolutionDigitalShorelineisacompilationof 270NOAAnauticalchartscoveringthe
contiguousUnitedStatesof Americafron_themostup-to-datechartsavailablefrom1988-1992.There-
sultantaveragemappingscaleisapproximately1:70,000.Theminimumadjacentvertexspacingis five
metersgrounddistance.

Bothmapdataareavailablefi:omanonlinesite,the"CoastlineExtractor,"hostedby theNOAA
NationalGeophysicalDataCenter.Digitizedmapsectionsareeasilyextractedby specifyinglongi-

tude and latitude (geodetic)ranges of interest. The Coastline Extractor tool is located at

htt_o://rimm er.ngdc.noaa.gov/coas!/getcoast.html.

4. Simulation Results

The coastline algorithm is used to assess the accuracy of the geolocation process. Two calculations

contribute to the uncertainty of the coastline algorithm: 1) finding imager coastline crossings, and 2) fit-

ting the collection of coastline crossings to a map.

An understanding of the instrument point spread flmction (PSF) is required to accurately geolocate

measm'ements (Smith, 1994). The PSF defines the effect of radiance at each point within the FOV on the

measurement. Figure 4 shows the variation of the CERES scanner PSF theoretical model in the instru-

ment along-scan and cross-scan coordinates. A field stop aperture restricts the sensor field of view to 1.3 °

in the along-scan direction and 2.6 ° in the cross-scan direction. The PSF peak value (diamond) is 1.36 °

and the PSF centroid (asterisk) is 1.51 o behind the optical axis. The cenm)id is used to define the footprint

location on the Earth surthce for a given measurement time. Angular differences between the PSF peak

and the PSF centroid must be accounted lbr in the geolocation accuracy assessment process.

The shape of the PSF determines the shape of the PSF step response; a symmetric PSF produces a

symmetric PSF step response centered on the simulated coastline step input signature. Random sampling

and a cubic model of the PSF step response determine the inflection point calculation uncertainty. The

calculated inflection point is the assumed location of the coastline crossing. Figure 5 shows how the cal-

culated inflection point (circles) varies tbr 100 different samplings and cubic fits of the PSF step response

(thick line). Each iteration starts with fore" contiguous samples; a cubic polynomial is fit to the radiance

siNmture, and the inflection point calculated. Sample pixels are shifted 0.01 pixels along-scan for the next

iteration. Inflection points are compared to the true coastline location simulated by the step input location.

Table 2 summarizes the accuracy of the inflection point approximation for two theoretical symmetric

PSFs that vary in width. For both cases the mean inflection points are aligned with the step input. The

Wide Field Camera PSF most closely resembles the first theoretical PSF in Table 2. For CALIPSO each

coastline crossing should be detected within 0.53 pixels (3_) of the true coastline.

The coastline detection process essentially samples the shape of the coastline. Fitting the collection of

coastline crossings to a map determines the geolocation error for an individual scene. Table 3 presents

map fitting results when various artificial geolocation shifts are added to crossings simulated from a ref-

erence map containing 1158 points of Baja Calilbrnia. Artificial shifts range from 1.2 degrees (,-433 kin)

to 0.0001 degrees (_11 m). The number of crossings used in each ensemble varies flcom 4 to 1158. The

factor in the first colmml indicates the ratio of the number of crossings to the number of map points used

in the map fitting process. In all cases the number of crossings are :fit to the Baja map containing 1158

points. This is an attempt to quantit}¢ the relationship between instrument resolution and map point spac-

ing. A simplex is a geometrical figure consisting, in N dhnensions, of N+I points (or vertices) and the

interconnecting line segments, polygonal faces, etc. (Press, 1988). In two dimensions the simplex is a

triangle. For our application the simplex consists of three vertices containing the amount to shift each



ensembleof crossingsin longitudeandlatitudecoordinates.Tilestartingsimplexis theinitialensemble
shiftin threedirectionsthatboundsthemaximumdetectablegeolocationerror.Thesimplexvertexwith
thegreatestmapdistanceis adjustedibr thenextiteration.Processingcontinuesuntilsimplexensemble
mapdistancesagreetowithinaspecifiedfractionaltolerance,typically0.01.Thenumberof functioncalls
indicateshowmanytimestheensemblemapdistanceis calculated;onetestcaseexceededthelimit of
1000withoutconvergence.Thefinallongitudeandlatitudeshiftis oppositein directionto theartificial
geolocationshift.TheXing-Mapdistanceis thefinalshiftedaveragecrossingdistanceto themap.The
Xing-Mapdistanceindicatesthe"goodness"oftilemapfit andhelpsidenti_mapsectionswithquestion-
ableaccuracy.Xing-Mapdistancesthatgreatlyexceedthe map resolution require fimher investigation. In

all cases, except fbr the severe under-sampling of only 4 crossings, the ensemble is matched to the map

and the correct shift determined. Table 3 shows that map point spacing and instrument resolution may

vary by factors of 30 to 40, and still be used to accurately (< 1%) detect geolocation shifts from 100 m to
100 km.

High resolution Advanced Spacebome Thermal Emission and Reflection (ASTER) radiometer data

are used to provide an empirical error analysis of the combined coastline detection and map fitting algo-

rithms for CALIPSO. ASTER data are distributed by the U.S. Geological Survey's Earth Resources

Observation Systems (EROS) Data Center Distributed Active Archive Center, located in Sioux Falls,

South Dak:ota, and are available through the Earth Observing System Data Gateway. The Visible and

Near Infrared (VNIR) Band 2 (0.63 0.69 btm) is used to simulate the CALIPSO WFC data. Data are

specified in the Level 1 Data Products Specification, Version 1.2. Images contain 4100 pixels cross-track

and 4200 pixels along-track at 15 m resolution. Longitude and latitude locations are saved as lattice

points, 12 values along-track and 11 values cross-track. CoeflScients fbr radiance conversion are provided

for each of the 4100 pixels.

The first ASTER scene (Figure 6) processed with the coastline algorithm is of the entire island of

Oahu, ttawaii, sampled June 3, 2000. The radiance threshold is set at 50 Wm2sr_btml, with no cloud fil-

tering or map distance threshold. Over 52,000 crossings are detected. The many false inland crossings on

the southern coast of Oahu overestimate the bias at 2.35 km relative to the 1:250,000 World Vector

Shoreline map (red circles). Coastline analysis using only the northern coast determines the bias to be

900 m, primarily in the spacecraft along-track direction. Other ASTER scenes along tile coasts of Florida,

California, and Baja have geolocation errors that vau fi'om 200 - 5000 an with the majority of the error in

the spacecraft along-track direction indicative of a timing problem. Both NOAA maps and ASTER data

are referenced to the WGS 84 Earth surfiace model. Map latitudes are convected to geocentric coordinates
to match ASTER data.

5. Algorithm Accuracy Estimation

The total coastline algorithm accuracy fbr CALIPSO applications is estimated from empirical data as
tbllows:

* Start: with a clear coastal non-industrialized high resolmion scene (15 m)

* Rtm coastline detection and determine error between WVS map and high resolution data

, Add coastline detected offset to map to zero out error

® Simulate WFC data (125 m) fi'om high resolution data using 2D PSF convolution

® Run coastline detection on 125 m data to determine error with shifted map

* Remaining error equals the uncertainty of the total coastline process



Figure7 showsaclearcoastalsceneof Baja,CaliforniasampledalongSierraVizcainoJanuary29,
2002andcenteredat-114.0° longitude,and27.0° latitude.Dataare15m resolutionfromtheVNIRBand
2channel.Figure8shows543crossings(redsymbols)detectedfromthecoastlinealgorithmusi_lgaradi-
ancethresholdof 60Wm2sr-_ym_. No crossingmapdistancethresholdis used;themajorityof the
crossingsappearto track the land water boundary. The WVS map points (orange symbols) show the

geolocation error tbr the scene. The ensemble map fitting process detects a mean bias of 4.99 km, with a

standard deviation of 19 m (see Table 4). The final average shifted ensemble crossing distance to map is

95 m, indicative of a good fit for the scene. Figure 9 shows the same 15 m Baja scene with the WVS map

shifted 4.99 km to match the apparent coastline indicated by the data. The bias between the data and map

coastlines should now be eliminated. Figure 10 shows a small portion of the Baia peninsula near Punta

San Hipolito where the maximmn difference between the apparent coastline and the shifted WVS map

section is approximately 200 m. The WVS map point spacing varies between approximately 35 and 75 m
fbr this scene.

The original ASTER data are converted to 5 m resolution using bilinear interpolation, then convolved

in two dimensions with the PSF discussed in Table l, and finally subsampled to simulate the 125 m WFC

data. Figure 11 shows the 71 coastline crossings detected using a radiance threshold of 50 Wm-2sr-_pm -_.

The average simplex shift and standard deviation are 48 m and 10 m respectively when minimizing to the

shifted map. The final average crossing map distance is 85 m, indicative of a good fit fi)r the scene. The

remaining bias and standard deviation result in a total coastline algorithm accuracy of 78 m (30.) ibr the
simulated 125 m WFC data.

A theoretical estimate of the coastline algorithm uncertainty is as fbllows:

(_2 .__ O.CD_ /j_XTNGS _t_ O.MA P /J_[MAP (3)

where 0.cJ_ is the standard deviation of the coastline detection process (Table 2), 0.,_;_p is the standard

deviation for an individual map point, Nx_,x,c_sare the number of coastline crossings detected for a scene,

and NM_p are the number of map points to which the ensemble distance is minimized. Using equation 3

the coastline algorithm theoretical estimate of uncertainty for this scene may be calculated. For the WVS

map 90% of the map points are required to be within 500 m circular error of the true geographic position;

therefore, the WVS map standard deviation, 0.MA_',equals 303 m. The 71 crossings detected should allow"

the scene geolocation error to be resolved within 108 m (30-). This compares well with the empirical
estimate of 78 m.

6. Algorithm Implementation

Figure 12 is along Sarasota Bay, Florida sampled October, 2001 from the ASTER. instrument onboard

Terra. VNIR Band 2 data are 15 m resolution. Sarasota/Bradenton International Airport is visible on

the east side of the bay. This scene is not readily processed using the coa.stline algorithm due to the

inhomogeneous surface reflectance and cloud contamination. Figure 13 shows map points from the

1:70,000 Medium Resolution Digital Shoreline manually shifted 0.005 ° north (_556 m) and overlaid

along the apparent coastline. Figure 14 contains a second ASTER scene from Terra sampled October 15,

2001. The lower portion of the image contains data flagged bad by the ground processing system

(black scans). The left portion of the image is of Clearwater Harbor; the lower right portion contains a

causeway into West Tampa. Again the scene can not be processed due to cloud contamination and

inhomogeneous surface reflectance. The map points are manually shifted 1.1 km north to visually match



thedatacoastline.Notetheexcellentalignmentof themapandcauseway.Clearscenesarerequiredfor
accurateautomatedcoastlineresults.PartiallyclearUnitedStatescoastalscenesmaybeanalyzedusing
theMediumResolutionDigitalShorelinemapin thismanualfashion.

Duringthefirst90daysof theCAHPSOmission,initialcheckoutofthegeolocationaccuracywilluse
the1:70,000MediumResolutionDigitalShorelinemapofthecontiguousUnitedStatesandaninteractive
visualizationtool,View ttDF (Lee2001),modifiedto supportgeolocationassessment.Partiallyclear
coastalscenesmaybeanalyzedbyinteractivelyshiftingthehigh:resolutionmapoverlayto matchtheim-
agedata.Assumingnosystemat:icbiasesin theMediumResolutionDigitalShorelinemap,anassessment
oftheWFCgeolocationaccuracymaybequicklydetermined.

Figure15showstheresultof processingthesameBajascenewith theinteractivevisualizationtool
andthe1:250,000WorldVectorShorelinemap.Theredcirclesshowtheoriginallocationof themap
points;theorangecirclesshowthefinalmaplocationsafterinteractivelyshiftingthemap0.011° longi-
tudeand0.044° latitude,or 5.034kin.Thegeolocationerrordetectedusingtheautomatedcoastlinealgo-
rithmis 0.0105° longitudeand 0.0436° latitude,or 4.993kin.Thedifferencebetweentheautomated
andmanualprocessesis41m.Thecoastlinedetectionalgorithmwill usetheWorldVectorShorelinemap
tbrautomatedprocessingofglobalcleardesertcoastalscenes.

7. Concluding Remarks

The CALIPSO coastline detection algorithm can assess the 125 m resolution Wide Field Camera

geolocation accuracy to within 100 m by processing clear coastal desert scenes and fitting detected

crossings to the 1:250,000 World Vector Shoreline map. The coastline algorithm may be fully automated

or used in conj unction with an interactive visualization tool. Automation reduces the amount of labor but

introduces complexity in scene selection and algorithm design. Scene errors may be introduced due to

false coastline detections resulting from inhomogeneous surface reflectance and cloud contamination.

Cloud edge detections may be eliminated with cloud masking with additional infrared data; lbr CALIPSO

this requires the registration of the Infrared Imaging Radiometer data to the WFC gn'id.
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"} •Figure 7_ Baja, California; Janua W 29, 200_; ASTER VNIR Band 2. 15 11"1 resolutiono
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Figure 8_ Baja, Calilbrnia; Janual 7 29, 2002; coastline crossings detected (red) frOli1 ASTER VNIR Band 2, 15 11"1resolution data: 1:250,000

World Vector Shoreline map (orange) shows geolocation error; color bar indicates radiance in Wm 2sr l_tm 1.
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Figure 9. Baja, California; Janum'y 29, 2002; \_;brld Vector Shoreline map (red) shifted by geolocation error

(4.99 kin) detected from coastline algoritlm]; color bar indicates radiance in Wm 2sr l].tm 1.
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Figure 10. 1:250,000 WVS map points (triangles) 200 m maximum distance from Baja, Califbmia coast; January 29,

2002; 15 m ASTER data; color bar indicates radiance in Wm-2sr-agm -1.
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Figure 11_ Baja, CaliJkm_ia; 2fanu:_ry 29, 2002; coastline crossings (red X's) detected J_'om simulated 125 m

1 1
resolution VvTC data; color bar indicates radiance m Wm Zsr gm .
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Figure I2. Sarasota B_U, Florida; Oclober 15,200I; ASTER VNIR Band 2, 15 ra resolution.



Figure13.SarasolaBay,Florida;OctoberI5,,.001;ASTER_,NIRBand:_,I5mresoh_tiomNOAAMediumResolutionShoreline
Map(plus signs) shifted 556 m to match coastline.



Figure 14. Cloudy scene of" Tampa Bay, Florida; October 15, 2001 ; ASTER VN1R Band 2, I5 m resolution; NOAA MediLm_ Resolution

S]?orcli_?e Map (itlus si_ts) s]?ifted 1.1 kJt_ to marc]? coastline.



Figure15.Baja,Cali_imaia;Janum_'29,2002;inte_ctivelyshiftWorldVectorShorelinemap0_d)tomatchdatacoastline(.oraxtge);
geNoca_ionerrorcalculatedh_tcractiw:lyagreesmwithin41mofautomaledcoastlineresults.



Table 1. Instrmnent footprint resolutions analyzed with the coastline detection algorithm

Instrument Spacecraft Nadir Footprint (kin)

ERBE ERBS 40

NOAA-9 40

CERt_;S TRMM 10

Terra 20

Aqtm 20

VIRS TRMM 2

AIRS Aqna 13.5

Table 2. Simulated coastline detection inflection point accuracy

PSF Width Shift (J 3(:;

(pixels) (pixels) (pixels) (pixels)

1 0.000 0.176 0.528

2 0.000 0.(_98 0.294

Table 3. Ensemble map fitting accuracy using crossings extracted from map data

Xings Lon,Lat Start Detected Detected Total Dif % Differ- Xing-Map Number

(Factor) Shif_ Simplex Lon Lat ference ence Distance Function

(degrees) (degrees) Shift Shift (m) (m) Calls

(degrees) (degrees)

1158

(1/1) (0, 0) +/- 1]) (L00000 0.00000 0.01 N/A 0])2 217

116

(1/10) (0, 0) +/- 1.0 0.00000 0.00000 0.01 N/A 0.02 1000

39
,., _ (0, 0) +/- 1.0 0.00000 0.00000 0.02 N/A 0.01 128

1/:,()

1158

(1/1) (1.2, 0.2) +/- 2.0 -1.20000 -0.20000 0.34 0.00 0.36 108

116

(1/10) (1.2, 0.2) +/- 2.0 -I .20000 -0.20000 0.33 0.00 0.41 112

29

(I/40) (1.2,(L2) +/- 2]) -I.20000 -0.20000 0.34 0.00 0.27 123

1158

(1/1) (-0.2, 1.2) +/- 2.0 0.20000 -1.20000 0.31 0.00 0.37 113

6

(1/200) (-0.2, 1.2) +/- 2.(1 0.20000 -1 20000 ).36 0d)0 0.36 134

4

(1/300) (-0.2, 1.2) +/- 2.0 1.07731 -2.74379 197098.09 145.96 10710.00 45

58 (-0.5, - +/- 1.0 0.50000 0.50000 0.02 0.00 0.02 112
(1/2o) 0.5)
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Table 3. Concluded

Xings Lon,Lat Start Detected Detected Total Dif- % Differ- Xing-Map Number

(Factor) Shift Simplex Lon Lat ference ence Distance Function

(degrees) (degrees) Shift Shift On) (m) Calls

(degrees) (degrees)

58

(1/20) (0.5, -0.5) +/- 1.0 -0.50000 0.50000 0.03 0.00 0.02 112

58 (-0.01, +/- 1.0 0.00999 0.01000 0.56 0.04 0.43 101
(1/20) -0,01)

58 (0.01,
+/-1.0 -0.01000 0.01000 0.55 0.04 0.66 108

(1/20) -O.OJ)

1158 (0.001, +/- 2.0 -0.00100 0.00100 0,31 0.20 0.74 93
(1/_) -o,ool)

39 (0.001, +/- 2.0 -0.00101 0.00100 0.65 0.41 0.66 107
(1/30) -0.00J)

1158 (0,0001, +/- 0.5 -0.00010 -0.00010 0,55 350 0.72 9:3
(1/1) 0.0001)

58 (0.0001, +/- 0.5 -0.00011 -0.00010 0.74 4.73 0.56 99
(1/20) O.O001)

Table 4. Coastline algorithm accuracy using ASTt_;R data

Resolution Xings Threshold Lon Shift Lat Shift Mean Shift _ Shift Xing-Map

(m) (w/m2/sr) (degrees) (degn'ees) Detected Detected (m)

(m) (m)

15 54!3 60 -0.01053 -0.04365 4993 19 95

125 71 50 0.00027 0.00031 48 10 85
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